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#### Abstract

Quantifying the force regime that controls the transport of a single grain during fluvial transport has historically been proven difficult. Inertial Micro Mechanical and Electrical Sensors (MEMS) sensors (sensor-assemblies that mainly comprise micro-accelerometers and gyroscopes) can be applied to this problem using a "smart-pebble": a mobile Inertial Measurement Unit (IMU) enclosed in a stone-like assembly that can measure directly the forces of sediment transport (and consequently occurrence of higher magnitude and duration drag impulses. The first order statistical generalisation of the results suggests that the transport of the ellipsoid is characterised by no-mobility states and that the majority of mobility states is controlled by lift impulses. metrics such as grain velocities, positions, and kinetic energies). Today, twenty years after this idea was introduced in the literature, it is accepted that there is potential in calculating directly inertial single pebble dynamics for short time scales (after consistent calibration and analysis) despite limitations in the accuracy of MEMS sensors that are suitable for this issue. This paper introduces and tests a theoretical framework that connects the IMU measurements with existing force balance equations for sediment grains on a riverbed. IMUs were embedded in two different grain shapes and used in flume experiments in which flow was increased until the grain moved. The data were then processed to calculate the threshold force for entrainment resulting to the statistical approximation of inertial impulse thresholds for both the lift and drag components of grain inertial dynamics. An ellipsoid IMU was then deployed in a series of in situ experiments in a steep stream (Erlenbach, Switzerland). The inertial dynamics provide a direct measurement of the resultant forces on sediment particles which quantifies: a) the effect of grain shape; and b) the effect of varied intensity hydraulic forcing on the motion of coarse sediment grains during bed-load transport. Lift impulses exert a significant control on the motion of the ellipsoid across hydraulic regimes and despite the


## 1 Introduction

River sediment transport is a critical process in landscape evolution (Tucker and Hancock, 2010), controls river morphology and ecology (Recking et al., 2015) and affects river engineering (Van Rijn, 1984). The study of the two-way relationship between transport processes and the corresponding morphology has a long history (e.g. Gilbert and Murphy, 1914), using approaches and mathematical conceptualisations that range from deterministic (e.g. Gilbert and Murphy, 1914; Shields, 1936; Ali and Dey, 2016) to probabilistic (e.g. Einstein, 1937; Grass, 1970; Ancey et al., 2008).

Fluvial sediment transport is a multi-variate two-phase flow defined by a range of interacting complex subprocesses affected by: (a) hydraulics (Kline et al., 1967; Nelson et al., 1995; Papanicolaou et al., 2002); (b) sediment properties and arrangement (Ashida and Michiue, 1971; Komar and Li, 1988; Kirchner et al., 1990; Buffington et al., 1992; Hodge et al., 2013; Prancevic and Lamb, 2015); (c) flow history across time scales (Shvidchenko and Pender, 2000; Diplas et al., 2008; Valyrakis et al., 2010; Phillips et al., 2018; Masteller et al., 2019); and, (d) biological and chemical processes that can rearrange or stabilise sediment (Johnson et al., 2011; Vignaga et al., 2013; Johnson, 2016).

To analyse the motion of a grain resting on a riverbed that is sheared by a turbulent flow (Dey and Ali, 2018), a large group of laboratory and theoretical studies use an implicit (fixed) reference frame and historically such analyses have been deterministic (implementing a single threshold shear stress or force at which grains are entrained, Gilbert and Murphy, 1914; Shields, 1936; Yalin, 1963; Iwagaki, 1956; Ikeda, 1982; Dey, 1999). Separately, stochastic descriptions capture better the complex particle-fluid interplay since the highly intermittent near bed turbulence (a significant driver of grain motion) is inherently stochastic (Einstein, 1937; Grass, 1970; Papanicolaou et al., 2002; Marion and Tregnaghi, 2013). Coupled with advances in monitoring techniques (e.g. Papanicolaou et al., 2002; Fathel et al., 2016), stochastic treatments have led to Lagrangian, primarily numerical, formulations being applied to the full range of motion (McEwan et al., 2004; Bialik et al., 2015). The term Lagrangian in the literature of sediment transport is borrowed from fluid mechanics and is used to mean that sediment flow is observed from the perspective of individual mobile sediment grains (equivalent to fluid "parcels of flow") and not a fixed time and space domain (as in traditional approaches using fixed $x, y, z$ co-ordinates, which are referred to as Eulerian). The turbulence impulse approach (Diplas et al., 2008; Valyrakis et al., 2010; Celik et al., 2010) is often cateogrised as a stochastic approach (Dey and Ali, 2018) since the stochastic nature of local turbulence is accounted for by the integration of turbulent forces acting on the grain over time (the exact definition of turbulence impulse). However, the grain forces are treated deterministically and through a detailed treatment of the force balance during incipient motion. Finally, the spatio-temporal approach (Coleman and Nikora, 2008) is different as the equations of motion are applied separately for the fluid (in a spatially averaged domain) and the sediment particles, linking the mode of transport with the scales of turbulence (Bialik et al., 2015).

Field experiments tracing individual sediment grains are in principle Lagrangian (Hassan and Roy, 2016). Lagrangian analytical models have been developed following advances in monitoring techniques that allow tracking of individual grains, including magnetic (e.g. Schmidt and Ergenzinger, 1992; Hassan et al., 2009) and RFID tracers (e.g. Schneider et al., 2014; Tsakiris et al., 2015). An important milestone in the development of Lagrangian approaches for sediment transport was the introduction of Discrete Particle Modelling techniques in simulations (McEwan et al., 2001, 2004) which opened up the prospect for upscaling the Lagrangian metrics.

Lagrangian measurements find direct application in coarse grain gravel bed and bedrock river environments (e.g. Hassan et al., 1992, 2009; Ferguson et al., 2002; Hodge et al., 2011; Liedermann et al., 2012) and the morphological impact of Lagrangian dynamics in those environments (i.e. the movement of individual grains) is pronounced (Hodge et al., 2011). For example, the inertia of the typically larger particles transported in these streams has been identified as one of the main factors contributing to the over-prediction of transport rates (Buffington and Montgomery, 1997). Equally important is the lack of information on the energy transfer between these large particles and the river bed, particularly during impact. Recent
experiments (Gimbert et al., 2019), show how this energy transfer can be inferred from seismic measurements, opening the way for testing hypotheses that relate to river reach scale processes (eg. Burtin et al., 2014). Finally, for a complete understanding of these interactions, the energy generated by the rotational component of grain movement cannot be ignored (Niño and García, 1998).

A particular advance in monitoring technology has been the development of sediment grain scale inertial sensors which provide high frequency data on accelerations and angular velocities experienced by grains during entrainment and motion (Kularatna et al., 2006; Akeila et al., 2010; Frank et al., 2015; Maniatis et al., 2013; Gronz et al., 2016; Maniatis et al., 2017). These applications became possible after the development of compact MEMS (Micro Electrical Mechanical Sensors) Inertial Measurement Units (IMUs), assemblies of 3D MEMS accelerometers and 3D MEMS gyroscopes, which overcome many technical difficulties posed by older instrumentation (Ergenzinger and Jupner, 1992; Spazzapan et al., 2004). The goal is the development of an IMU based sensor assembly (IMU enclosed in a grain or a purpose specific grain shaped artificial enclosure) that can successfully measure grain dynamics.

MEMS-IMU sensors measure forces within the grains, ideally at the centre of mass if the sensors are correctly centred on this point. Data collected from within grains undergoing transport has potential to describe the timing of motion, forces acting on the grain and grain location. As a grain moves, it's centre of mass moves and so the reference point for the force measurements is mobile. The latter means that the IMU measurements need to be transformed to an observation of motion that can be understood by an observer (an IMU accelerometer at rest is a non-inertial frame "fixed" within the mobile body frame of the sensor assembly).

In theory, the accelerations recorded by the IMU could be integrated to calculate grain velocity and integrated again to reveal location. However, real fixed ('strap-down') IMUs based on MEMS are not suitable for these integrations since the data contain several sources of uncertainty including signal noise and nano-scale mis-alignment of sensor axes. In practice, with sensors that are cheap enough to be deployed in large numbers, the accumulation of errors means that they cannot be used for 3D tracking of long term unconstrained motions (Woodman, 2007; Kok et al., 2017; VectorNav, 2016). This problem is well known in both the fields of navigation and electrical engineering and the modelling of IMU errors is a significant research area (Zekavat and Buehrer, 2011) since the applications of this technology are numerous (Gebre-Egziabher et al., 1998; Grewal et al., 2007).

For sediment transport, the inability to derive unrestricted positional information has limited significantly the use of IMU sensors in the field. Even the most recent IMU laboratory deployments are best considered to be preliminary (e.g. Constantinescu et al., 2016) with the exemption of Gimbert et al. (2019) who use accelerometers as inertial impact sensors to complement seismic measurements. For field deployments, relevant sensors have to date only been used as start and stop motion sensors (Olinde and Johnson, 2015).

The first goal of this paper is to introduce a simple rigid body model that connects measurements derived from an idealised IMU with existing models for grain motion. For this model to be successful, it is necessary to resolve the IMU body frame dynamics to the reference frame of motion (flume or riverbed). This resolution allows the inertial measurements to be related to the hydraulic forces and the theoretical thresholds of motions as defined in the literature. The second goal is to introduce the calculation of inertial impulses over the drag and lift thresholds of motion, following the example of Diplas et al., 2008,
for grain entrainments and short transport events. The calculations are performed for a set of flume entrainment observations using two sensor assemblies: one spherical and one ellipsoid-shaped. We apply the same analysis to a time series of successive transport events measured with the ellipsoid sensor in a steep alpine river (Erlenbach, Switzerland), calculating the force regime and the generated impulses during grain motion in situ. Finally, we discuss how the combined dataset (flume and in situ experiments) for the ellipsoid sensor can be used for bootstrap calculations leading to the generalisation of the derived measurements.

## 2 Frames of reference, rotations and IMU measurements

To discuss the measurements recorded by an IMU, and particularly the measurements from an accelerometer and a gyroscope, it is necessary to introduce three basic frames of reference and select one of the many representations for arbitrary rotations in 3D.

The following assumptions/ simplifications are used throughout this study:

- due to the small scale ( $10^{-1}$ to $10^{1} \mathrm{~m}$, typically) motion of sediment grains, an Earth frame (one that coincides with the inertial frame as defined below, but rotates with the Earth) is not defined. Also, the angular velocity of the earth (approximately $7.29 \cdot 10^{-5} \mathrm{rad} . \mathrm{s}^{-1}$ ) is ignored.
- for the same reason, the non-gravitational fictitious forces (such as the Coriolis effect) are ignored.
- for the mathematical derivations, ideal IMUs (no error accumulation is considered) and perfectly aligned sensor assemblies are assumed. The errors associated with IMUs and especially with the magnitude of the integration errors are presented in relevant electrical engineering sources (eg. Kok et al., 2017). For the sensors deployed in this study, the calibration and the filtering procedure are summarized in Maniatis (2016) (chapter 6).

We define the body frame $b$ as the coordinate frame of the moving IMU. For an ideal IMU the origin of this frame is located exactly at the center of both the accelerometer and the gyroscope and this center falls precisely on the center of mass of the complete sensor assembly (Maniatis et al., 2013, 2017).

The local geographical frame $r$ is the stationary frame within which hydrodynamics and grain forces are analysed. This is the reference frame used implicitly for all the single grain motion studies (Dey and Ali, 2018). For laboratory experiments, the $r_{x}-r_{y}$ plane is exactly parallel to the flume bed and the $r_{z}$ direction is normal to the bed. For the field experiments this alignment will be an approximation due to variations of the local topography.

The inertial frame $i$ is a stationary frame. Strap-down IMUs measure acceleration and angular velocity changes in response to this frame and its origin lies at the center of the Earth.

Transforming information between these three reference frames is non-trivial, and a widely-used method to represent the change between them is to apply quaternions (Hamilton, 1844; Diebel, 2006). Quaternions are an extension of complex numbers used in the description of 3D mechanics, particularly 3D rotations. They are considered the most efficient description of
unrestricted 3D rotations, as they are free from numerical errors that occur when other representations are used (such as the Gimbal Lock error associated with rotations expressed by Euler Angles, Appendix E2). A typical introduction to quaternions can be found in Valenti et al. (2015) and we follow that primer for a brief introduction to quaternion algebra in Appendix E1.

A unit quaternion ${ }_{A}^{B} q$ defines a rotation from frame $A$ to frame $B$ and successive rotations are represented by quaternion multiplication. For each ${ }_{A}^{B} q$, a Direction Cosine Matrix (DCM) $R\left({ }_{A}^{B} q\right)$ is defined as a function of ${ }_{A}^{B} q$ components (equation E11) which also represents a rotation from frame $A$ to $B$. If ${ }^{B} v,{ }^{A} v$ are observations of the vector $v$ in frames $B$ and $A$ respectively, they are related through the following typical matrix operation:
${ }^{B} v=R\left({ }_{A}^{B} q\right)^{A} v$
If the frames $A$ and $B$ are relatively static (such as the inertial frame $i$ in relation to the local geographic frame $r$ ) then both ${ }_{A}^{B} q$ and $R\left({ }_{A}^{B} q\right)$ are explicit. If $B$ is rotating in relation to $A$ (such as the body frame $b$ in relation to the inertial frame $i$ ), ${ }_{A}^{B} q$ and the corresponding $R\left({ }_{A}^{B} q\right)$ need to be recursively updated. The transition quaternion $\tilde{q}$ between two successive poses is defined by the applied angular velocity as:
$\tilde{q}=\left[\cos \frac{\|\omega\| \delta t}{2} \sin \frac{\|\omega\| \delta t}{2} \frac{\omega_{b x}}{\|\omega\|} \sin \frac{\|\omega\| \delta t}{2} \frac{\omega_{b y}}{\|\omega\|} \sin \frac{\|\omega\| \delta t}{2} \frac{\omega_{b z)}}{\|\omega\|}\right]^{T}$
where $\omega_{b x}, \omega_{b y}, \omega_{b z}$ are angular velocities observed along the $b_{x}, b_{y}, b_{z}$ body frame axes respectively by the 3D gyroscope, $\|\omega\|=\sqrt{\omega_{b x}^{2}+\omega_{b y}^{2}+\omega_{b z}^{2}}$ is the norm of angular velocities and $\delta t$ the time of rotation, set here equal to the frequency of the IMU measurements.

Equation 2 is part of the direct multiplication method (Whitmore, 2000; Zhao and van Wachem, 2013) and the updated quaternion ${ }_{A}^{B} q^{\prime}$ is derived as:
${ }_{A}^{B} q^{\prime}={ }_{A}^{B} q \bigotimes \tilde{q}$
with the operation $\bigotimes$ denoting quaternion multiplication (equation E4). After each update ${ }_{A}^{B} q^{\prime}$ is set as ${ }_{A}^{B} q$.
Inertial accelerometers measure the proper acceleration $a_{b}$ applied within the body frame $b$. These accelerations will include gravitational acceleration, a uniform force in the inertial frame $i$. To derive the linear acceleration in the inertial frame $i$ it is necessary to rotate the body frame measurement to the intertial frame and then to subtract gravitational acceleration. For this
rotation the recursively updated $R\left({ }_{b}^{i} q^{\prime}\right)$ DCM is used after calculating the ${ }_{b}^{i} q^{\prime}$ through equation 3 . The linear acceleration in the local geographical frame $r$ is then given by:

## 3 A Newton-Euler regime for sediment motion

A significant implication of using inertial measurements is that they allow forces and turning moments to be calculated directly as applied to the centre of mass of the moving object. This type of parametrisation is found in the literature of rigid body dynamics as the Newton - Euler model (O'Reilly, 2008). For a spherical particle resting on identical size densely packed spheres, irrespective of the degree of exposure to the flow, the Newton-Euler regime is defined as follows:
$165 \sum F=F_{D r}+F_{G r}+F_{L r}=m\left[\begin{array}{c}a_{r x} \\ a_{r y} \\ a_{r z}\end{array}\right]$
$\sum T=F_{R} \times \frac{d}{2}=I_{c m}\left[\begin{array}{c}\alpha_{b x} \\ \alpha_{b y} \\ \alpha_{b z}\end{array}\right]$
where $F_{D r}$ is the drag force exerted by the flow on the particle and $F_{L}$ is the lift force generated by the flow, both analysed in the $r$ frame. The term $T$ represents the torque and term $F_{G r}$ defines the gravity related forces rotated in the $r$ frame as:
$F_{G r}=R\left({ }_{i}^{r} q\right) W_{s} f_{v}$
$W_{s}$ is the immersed weight of the spherical particle equal to $m_{b} g$, where $m_{b}$ is its immersed mass (Papanicolaou et al., 2002) and $g$ is the acceleration of gravity, both acting at its centre of mass. $f_{v}=1+\left[0.5 \rho /\left(\rho_{s}-\rho\right)\right]$ accounts for the hydrodynamic mass effect (Papanicolaou et al., 2002; Celik et al., 2010) and $\rho, \rho_{s}$ are the densities of the water and the particle, respectively. For our ellipsoid, we calculate $F_{G r}$ assuming a sphere with the same volume as the ellipsoid, since resolving the hydrodynamic mass coefficient for an ellipsoid in 3D is beyond the scope of this work.
which means that the critical drag force is $F_{D c r}=\sqrt{F_{G r x}^{2}+F_{G r y}^{2}}$.
Similarly, the threshold of motion for the forces normal to the bed is given by:
$\sum F_{z r}=F_{L r}+F_{G z r} \geq 0$
and the critical lift force is given by $F_{L c r}=F_{G z r}$, recovering a standard grain force balance model. It is worth noting that the calculation of vector components $F_{G r x}, F_{G r y}, F_{G r z}$ is simplified significantly with the use of quaternions as they need
to be defined once from Equation 7 after the $R\left({ }_{i}^{r} q\right)$ matrix is defined. A second important point is that the definition of the components $F_{D r}$ and $F_{L r}$ does not imply any assumptions about the direction of the motion of the particle. By tracking the orientation of the particle in relation to the $r$ frame (often referred as attitude) it is possible to simply map the $F_{D r}$ and $F_{L r}$ as components of the resultant force as the balance of equation 5 is resolved.

Finally, to account for both the duration and the magnitude of a force the impulse for duration $T_{i}$ starting from the time $t_{i}$ is defined as:


The subsequent analysis focuses on the calculation of impulses for the time durations $T i$ when drag and/or lift forces exceed critical thresholds (Diplas et al., 2008; Celik et al., 2010; Valyrakis et al., 2010). The term impulse is used here to refer to inertial impulses, i.e. those calculated from intertial forces that occur when the $F_{D c r}$ and $F_{L c r}$ force thresholds of motion (Equations 9 and 10) are exceeded. Those impulses are transferred to the particle from fluid turbulence and coherent flow structures, however this transfer is not described in this work. Here, the inertial impulses capture directly the flow-particle interaction and specifically the forcing that mobilises the particle.

## 5 Laboratory and field experiments

Two sensor assemblies were deployed, one sphere and one ellipsoid (described in Maniatis, 2016). The 90 mm diameter, 1.019 kg , sphere is solid aluminium with a symmetrical cavity for the IMU centred at the origin of the sphere. The ellipsoid (axes $100,70,30 \mathrm{~mm}$ ), made of the same material, weighs 0.942 kg . The cavity in the ellipsoid was designed to ensure that the IMU axes align with the principal axes of the whole device. The density of both devices after the cavity cut is $2670 \pm 3 \mathrm{~kg} . \mathrm{m}^{-3}$ approximating the density of quartz $\left(2650 \mathrm{~kg} \cdot \mathrm{~m}^{-3}\right)$. The measuring unit is the TSS-DL-HH-S sensor from Yei-Technologies ${ }^{\text {TM }}$ (YEI, 2014), equipped with a gyroscope $\left( \pm 2000^{\circ} . \mathrm{s}^{-1}\right.$ sensitivity) and an accelerometer with a maximum range of $\pm 400 \mathrm{~g}$. The acceleration range is one of the main reasons for the selection of this IMU as lower range accelerometers (particularly those in the very common $\pm 20 \mathrm{~g}$ range) are not suitable for capturing the full range of forces in natural environments (Maniatis et al., 2013). The nominal sampling frequency of the sensor is 50 Hz which permits constant use for approximately 5 hours (LiPo rechargeable battery). The factory maximum sampling frequency is 250 Hz .

### 5.0.1 Laboratory entrainment experiments and separation of impulsive events

All experiments took place in a flume with a bed slope of $S=0.02$ which corresponds to an orientation given by the quaternion ${ }_{i}^{r} q=[0.92,0.14,-20,028]$. The ${ }_{i}^{r} q$ was measured by aligning the X -IMU axis with the centreline of the flume, the Y-IMU axis with the transverse direction and the Z-IMU axis with the direction normal to the bed. The positive X-IMU axis coincides with cross-section averaged flow direction. A bed of plastic hemispheres of the same diameter ( 90 mm ) was the spherical device
was constructed. The hemispheres where glued to form a $0.5 \mathrm{~m}(\mathrm{~L}) \times 0.9 \mathrm{~m}(\mathrm{~W})$ section. Both the hemispheres section and the upstream flume surface were roughened with 1.5 mm diameter uniform sand to increase roughness and reduce the possibility of slipping.

For the experiments, the spherical device was placed on the flume centreline in a saddle position between four bed hemispheres and the three sensor axes were aligned with the inertial frame $i\left({ }_{i}^{b} q=[1,0,0,0]\right.$, Appendix A). After positioning the sensor, the discharge was increased at a constant rate of $0.0281 . \mathrm{s}^{-1}$ until the particle was entrained. Acceleration and rotation were measured for the duration of the flow increase, throughout the sensor movement, and for 10 further seconds after it stopped moving. All the experiments were recorded at 60 fps using a standard GoPro Hero 7. The same experimental protocol was followed for the ellipsoid device, differing only in that the particle was initially aligned to the frame of reference of the flume bed $\left({ }_{i}^{b} q={ }_{i}^{r} q=[0.92,0.14,-20,028]\right)$. This resulted in the X - sensor long axis coinciding with the X flume direction (the direction of the flow (Figure 1).

Ten entrainment experiments were conducted with each device. Drag and lift forces as well as the duration and the generated impulse during the entrainment events $\left(F_{D}>F_{D c r}\right.$ and/or $\left.F_{L}>F_{L c r}\right)$ were calculated using the derivations of section 4 . For the spherical sensor the deterministic drag and lift thresholds are $F_{D c r}=3.99 \mathrm{~N}$ and $F_{L c r}=7.25 \mathrm{~N}$, respectively (Figure 2). The equivalent thresholds for the ellipsoid (using the geometry of a sphere of equal volume) were $F_{D c r}=5.11 \mathrm{~N}$ and $F_{L c r}$ $=9.28 \mathrm{~N}$. The hydraulic parameters for all the experiments were measured at the threshold discharge for entrainment of the spherical particle $\left(\mathrm{Q}=30 \pm 21 . \mathrm{s}^{-1}\right)$ and are summarised in Table B1.

### 5.0.2 Probabilistic impulse threshold for motion

Entrainment was observed independently from video recordings which were synchronised with the experiments from the start of the flow increase (Section 5.0.1). Entrainment was defined as having occurred when the sphere was displaced by one diameter, and the ellipsoid by one long-axis displacement. These visual observations are used to statistically calculate the probability of entrainment as a function of inertial impulses (Figure 4). Following the framework presented in Maniatis et al. (2017), the exact time point of entrainment was noted in the video recording and the derived inertial impulses were separated into a binary, pre- and post-entrainment, data set. A logistic regression was used to describe the probability of entrainment, with $\operatorname{Pr}>0.5$ defining the threshold of motion. Following the conceptualisation in Grass (1970), exceeding that threshold relates to impulses that are more able to dislodge the particle, in contrast to the conditions below threshold that relate more to pre-entrainment vibrations. Video recording was not possible in the field setting, so this calculation is only presented for the laboratory experiments.

### 5.0.3 Field testing

Field experiments took place within a 5 m long straight and confined reach of the Erlenbach mountain stream in Switzerland, approximately 15 m upstream of the concrete channel section and 55 m upstream of the sediment retention basin (the position where the geo-phone sensors are installed, providing continuous bed-load transport measurements for the last 30 years (Turowski et al., 2011; Rickenmann et al., 2012). Taking advantage of the dominant step-pool morphology of the stream (areas of


Figure 1. Initial sensor alignment for laboratory experiments $r$ stands for river-bed (flume in this case) reference frame, $b$ for body frame and $i$ for the inertial reference frame. ${ }_{i}^{r} q=[0.92,0.14,-20,028] . F_{D}$ and $F_{L}$ and the drag and lift components of the resultant force mapped in the $r$ frame. $S$ is the slope of the channel (0.02)
fast flows leading to pools where the sensor can be retrieved), the ellipsoid sensor was submerged (on a step), aligned to the same orientation with the riverbed $\left({ }_{i}^{b} q={ }_{i}^{r} q=[0.50-0.390 .34-0.68]\right.$, assumed parallel to the banks and the cross-averaged flow direction, at the approximate centre line of the stream and allowed to be transported until it stopped moving and rested immobile for at least 10 seconds (Figure 2e). The first one second of each transport event was removed from the data as the effect of holding and releasing the sensor were still present. Ten transport events were recorded and processed similarly to the incipient motion experiments. The average travel distance for each transport event was $2 \pm 0.43 \mathrm{~m}$ (from the point of release to the point of deposition, tape measurements) and the average event duration (after the first second of release) was $3 \pm 0.6$ seconds (Figure 2). To establish a representative orientation for the reach (in relation to the orientation of gravity), the IMU was aligned parallel to the approximate centreline ( $\mathrm{X}-\mathrm{IMU}$ axis, $\mathrm{X}^{+}=$cross-section averaged flow direction), trasverse (Y-IMU axis) and normal to the bed (Z-IMU axis) directions within the stream. The hydraulic parameters are summarised in Table B2.

## 6 Results

The flume experiments demonstrate the differences between the spherical and the ellipsoid particle during incipient motion (Figures 3 and 4). For the sphere, drag and lift impulses over the critical force thresholds ( $F_{D}>F_{D c r}$ and $F_{L}>F_{L c r}$ ) occur
(a)

(e)


Figure 2. Example flume and field experiments (a) Calculated drag, $F_{D}$, and lift, $F_{L}$, forces. $F_{D}$ (summation of inertial forces on the 2D-plane parallel to the flume bed) and $F_{L}$ (inertial force recorded along the normal to the flume bed direction) for one flume experiment using the spherical sensor. The deterministic force thresholds ( $F_{D c r}=3.99 \mathrm{~N}$ and $F_{L c r}=7.25 \mathrm{~N}$ ) have been calculated using Equations 9 and 10. The vertical dashed line ( $\mathrm{t}=10.1 \mathrm{~s}$ ), shows the exact point of entrainment as determined from the video recording (b) Drag forces recorded during the five threshold exceedance events (where the drag force [red line] exceeds the threshold [green line] in (a)) events; (c) and (d) Duration and impulse, respectively, for the five events in (b). (e) is the equivalent of plot (a) for one field experiment (Erlenbach). The vertical line indicates the time of one second after the release of the sensor (see Section 5.0.3)
for similar durations and generate impulses of similar magnitude. Differences can be observed between the right tails of the drag and lift distributions, for both durations and impulses, with the drag distributions being more skewed resulting in a higher median for the $F_{D}>F_{D c r}$ events ( $F_{D}>F_{D c r}$ impulses median $=0.248 \mathrm{~N} . \mathrm{s}, F_{L}>F_{L c r}$ impulses median= $0.13 \mathrm{~N} . \mathrm{s}$ ). The relationship between the duration of exceedance events and the generated impulse follows an approximately linear trend, although variability is higher for the relationship between drag impulses $I$ and corresponding durations $(t)$. For the relationship $I$ vs $t, R^{2}=0.84$ (p-value $<2.2 \times 10^{-16}$ ) for the drag events and 0.89 (p-value $<4.2 \times 10^{-9}$ )) for the lift events (Figure 3 (a)).

The results from the ellipsoid sensor demonstrate a strong influence of the lift forces. Exceedance impulses occur for similar durations and magnitudes, however there is a strong bias of the lift distribution towards the shorter and low impulse events. A similarity with the spherical particle is that drag duration and impulse distributions include more outliers than the lift distributions ( $F_{D}>F_{D c r}$ impulses median $=0.104 \mathrm{~N} . \mathrm{s}, F_{L}>F_{L c r}$ impulses median $=0.022 \mathrm{~N} . \mathrm{s}$ ). The relationship between the duration of exceedance events and the generated impulse is less linear than for the sphere. For the ellipsoid, the $I$ vs $t$ relationship has $R^{2}=0.79$ ( p -value $<2.2 \times 10^{-16}$ ) for the drag events and 0.67 ( p -value $<2.2 \times 10^{-16}$ ) for the lift events (Figure 3 (b)). For all these threshold exceeding events the sensor was vibrating until entrained (observed from both video and IMU data).

Using the video recording observations, the thresholds for entrainment were approximated with a logistic regression. The probability of entrainment as a function of impulse (Figure 4 (a) and (b)) highlights the control of short lift events on the entrainment of the ellipsoid. The impulse threshold for the sphere is close to 0 , as all the approximated probabilities exceed 0.5 . However, there is significant variability in this calculation (wide $95 \%$ confidence intervals) which is indicative of the random fluctuation of impulse in relation to entrainment events for the sphere. In contrast, the entrainment of the ellipsoid demonstrates an observable dependency on lift impulses as the lift threshold is lower (ellipsoid lift impulse threshold $=0.27 \pm$ $0.03 \mathrm{~N} . \mathrm{s}$ ) and the drag threshold is approximated with less confidence (ellipsoid drag impulse threshold $=1.26 \pm 0.23$ N.s).

Finally, the results from the field experiments (Figure 5) show the scale difference between the flume and the natural environment. Drag forces are of higher magnitude and duration than the lift forces ( $F_{D}>F_{D c r}$ impulses mean $=0.96$ N.s, $F_{L}>F_{L c r}$ impulses mean= 0.13 N.s), but there is an abundance of low magnitude lift impulses that affect strongly the motion of the ellipsoid. Both drag and lift distributions are heavy tailed ( $F_{D}>F_{D c r}$ impulses median $=0.7 \mathrm{~N} . s, F_{L}>F_{L c r}$ impulses median $=0.071$ N.s., skewness equal to 1.82 and 6.84 , respectively). Indicative of the rapidity of motion in the natural stream is the linearity of the $I$ vs $t$ relationship. While in the laboratory experiments the gradual increase of the flow let the ellipsoid respond in various ways to the turbulent structures (Table B2), in the Erlenbach the duration of the exceedence events is a direct proxy for the generated impulse ( $I$ vs $\mathrm{t} R^{2}=0.967$ ( p -value $<2.2 \times 10^{-16}$ ) for the drag events and 0.884 ( p -value $<2.2 \mathrm{x}$ $10^{-16}$ ) for the lift events).


Figure 3. Inertial impulses and duration of threshold exceedance events for laboratory experiments. For the spherical particle (a) the drag inertial impulse median (median of $F_{D}>F_{D c r}$ events) is 0.118 N .s higher than the lift inertia impulse median (median of $F_{L}>F_{L c r}$ events). For the ellipsoid (b) the equivalent difference is 0.082 N.s. The relationship between the duration $(t)$ and the inertial impulse ( $I$ ) during the exceedence events is linear for both the sphere and the ellispoid (and for both $F_{D}>F_{D c r}$ and $F_{L}>F_{L c r}$ ) events. The entrainment of the ellipsoid is more dependent on short and low lift inertial impulses (and has more variable $I$ vs $t$ relationship) than the sphere, demonstrating the effect of shape on the inertial dynamics.
(a) Sphere

(b) Ellipsoid


Figure 4. Probabilistic inertial impulse threshold for laboratory experiments. Logistic regression of the probability of entrainment for the spherical (a) and ellipsoid (b) particles. The calculation is based on the combination of video recordings and inertial impulse measurements during drag and lift threshold exceedance ( $F_{D}>F_{D c r}$ and $F_{L}>F_{L c r}$ events). For the sphere there is little statistical difference between the calculated inertial impulses as over $95 \%$ of the values relate to an entrainment event (the probability threshold 0.5 is always exceeded). For the ellipsoid, the probabilistic lift inertial impulse threshold relaxes to 0.27 N .s (blue vertical line, (b)) and the drag threshold relaxes to 1.26 N.s (red vertical line, (b)).

## Ellipsoid Erlenbach





Figure 5. Inertial Impulses and duration of threshold exceedance events for field experiments. During short transport events (average travel distance $=2 \pm 0.43 \mathrm{~m}$ ) the drag inertial impulse median (median of $F_{D}>F_{D c r}$ events) is $0.62 \mathrm{~N} . \mathrm{s}$ higher than the lift inertia impulse median (median of $F_{L}>F_{L c r}$ events). The relationship between the duration $(t)$ and the inertial impulse $(I)$ is linear for both for both $F_{D}>F_{D c r}$ and $F_{L}>F_{L c r}$ events. During in-situ transport the drag forces are of higher magnitude and duration, however, short and low magnitude $F_{L}>F_{L c r}$ impulses have a strong influence on the motion of the ellipsoid.

## 7 Discussion

Previous laboratory studies using fixed vibration sensors attached to grains (Schmeeckle et al., 2007; Cameron et al., 2019) report nominal drag and lift forces at the order of magnitude of 0.1 N for $0.008-0.025 \mathrm{~m}$ diameter particles (and for comparable hydraulic conditions to the flume experiments presented here, Appendix B). In the flume results presented here, the inertial drag and lift forces during entrainment are recorded at an order of magnitude of 10 N . This two order of magnitude difference is expected since: a) the particles examined here have a 5 x larger (actual or equivalent) average diameter compared to these works, resulting to a mass larger by a factor of 125 ; and $b$ ) the inertial sensor is unrestricted (freely mobile) meaning that the inertia of the moving particle is fully captured.

Static vibration sensors were also deployed by Lamb et al. (2017) who attached them to a wide range of test particles ( cross-stream $D=$ between 0.075 and 0.218 m ). The hydraulic regime they captured is directly relevant to both the laboratory and the field experiments presented here (order of magnitude of hydraulic drag forces from 10 to 100 N and 10 N for hydraulic lift forces). Thus, the magnitudes of forces recorded by Lamb et al. (2017) are consistent with the inertial forces calculated here, both studies using similar gradients and grain sizes. However, it is important to consider the type of sensor (static or restricted vs mobile), the data processing model and the experimental protocol (especially the difference between increasing vs steady flow) when different force measurements are compared.

For example, a particular focus of Lamb et al. (2017) is the observation of predominant negative lift forces (especially for partially submerged particles) that have significant morphological implications as they can potentially explain the lower sediment fluxes observed in steep mountainous streams, in addition to other reductions of turbulence intensities. In this work, the inertial negative lift forces are measured (Appendix $C$ ) but the exceedance events ( $F_{L}>F_{L c r}$ ) are only calculated for the positive lift forces. This happens because the deterministic threshold ( $F_{L c r}$, practically the submerged component of gravity rotated to the $r$ frame) is positive for both the laboratory and the field experiments, resulting in the exceedances being positive. The inertial negative lift forces are components of the resultant force which can have a strong hydraulic component (as argued in Lamb et al., 2017) but they can also be a reaction to positive lift forces during the motion of the particle (and especially the motion of the ellipsoid, Figures 2 and C) which requires further investigation.

The laboratory inertial impulse calculations demonstrate that, for unrestricted entrainments, there are observable differences between spherical and ellipsoid particles with the latter being more sensitive to the lift forces at entrainment threshold conditions. Those differences can relate to previous results on selective entrainment and specifically the effect of shape on the response of particles in various hydraulic regimes (e.g. Komar and Li, 1986; Demir, 2000) and the on the mode of near-bed transport. This type of observations can now be made directly using inertial sensors.

The corresponding inertial impulse calculations from the field also demonstrate that the ellipsoid is highly sensitive to low magnitude and duration lift impulses (despite the drag forces being more persistent). In addition, we observe an increase in the negative lift forces (in comparison to the laboratory experiments, Figure C 1 ) which can support further the assumption that the particle during transport has a directionally opposite reaction to the positive lift impulses and particularly to those that exceed the threshold. However, the relationship between the duration of the exceedance events and the corresponding impulses
is significantly more linear than the laboratory experiments. The latter requires further investigation as it can relate to previous observations of transitions from hydraulic "impulse controlled" transport (corresponding to the laboratory results presented here) to "force-magnitude controlled" transport (fully developed flow, corresponding to the dynamics recorded in Erlenbach) as described in Shih and Diplas (2018).

Overall, differences of particle inertial dynamics (such as forces and impulses) during different modes of transport (entrainment vs translation in this paper) are important because they can potentially enhance predictions for grain particle travel distances with measurements from the field and particularly for large distances (Hassan et al., 1991, 2013). Measuring those differences is the most direct insight we can have for studying the effect of several morphological controls (eg. degree of clustering, burial depths, sediment sorting) until the high-frequency 3D measurement of tracer positions during transport becomes possible.

In this paper, rotation is defined as part of the Newton-Euler model in Section 3 and the rotational component is introduced in the formula for kinetic energy. However, neither of those definitions were used in the subsequent analysis because this would require a complex analysis of error propagation during signal integration (see Introduction), a topic that needs to be resolved separately. There are also testable assumptions that require further investigation from a practical sediment-hydraulics point of view. For example, a component of the differences between laboratory and field experiments (Figures 3 and 5) can relate to the scales of turbulence (Coleman and Nikora, 2008), but testing requires detailed flow measurements that were not made during the presented experiments (eg. PIV measurements).

### 7.1 Extended analysis

To refine the lift and drag impulses responsible for entrainment, a bootstrap method was used. Considerable effort has previously been applied to define distributions for hydraulic impulses during the entrainment of spherical particles and relating them to critical thresholds (Diplas et al., 2008; Valyrakis et al., 2010; Celik et al., 2010; Valyrakis et al., 2010, 2011). In addition, there are recent efforts towards upscaling the effect of hydraulic impulses to fully developed bed-load equations (Shih and Diplas, 2018) and results pointing towards evaluating the morphological impact of different hydraulic impulse regimes (Phillips et al., 2018), highlighting the importance of deriving general statistical descriptions for grain inertial impulses.

Here we provide a first order generalisation for inertial impulses, by approximating the distributions of inertial lift and drag impulses for an ellipsoid particle and from a combination of of laboratory and field measurements. It is also the first step towards calculating the combined behaviour of the drag and lift distributions; a development that can lead to the definition of joint distributions that have stronger explanatory and perhaps predictive value. For the bootstrap calculations to be consistent, it is important to assume no autocorrelation between the rotated inertial drag and lift forces ( $F_{D r}$ and $F_{L r}$ ) as verified in Figure C2.

To combine the results from the two sets of experiments (the laboratory and field experiments using the ellispoid) it is necessary to normalise the impulsive exceedance events since the scaling is different for the laboratory and the natural conditions. For this calculation, the normalisation is performed using the mean impulse for all the drag and positive lift impulses respectively (separately for the laboratory and field experiments, $\hat{I}=I / \bar{I} e x p$ ). After the normalisation, the laboratory and field
results are combined into one extensive dataset of normalised drag ( $\hat{I}_{\text {Drag }}$ ) and normalised lift $\left(\hat{I}_{\text {Lift }}\right)$ impulses. The Cullen Frey diagrams (Cullen et al., 1999, D2) indicate that three types of right tail distributions are good fitting candidates for both $\hat{I}_{\text {Drag }}$ and $\hat{I}_{\text {Lift }}$ : the Weibull, the gamma and the lognormal distributions. Goodness- of- fit analysis (Table D1), shows that $\hat{I}_{\text {Drag }}$ is approximated better by a Weibull distribution (median shape $=0.85$, median scale $=0.9$ ) and the $\hat{I}_{\text {Lift }}$ is approximated better by a lognormal distribution (median meanlog $=-0.66$, median $\operatorname{sdlog}=1.13$ ). All the statistics for the selection and the stability of the selected distributions are included in Appendix D.

The fitting of the representative distributions for $\hat{I}_{D r a g}$ and $\hat{I}_{L i f t}$, permits bootstrap sampling from those distributions. Figure 6 shows 50000 random $\hat{I}_{\text {Drag }}$ and $\hat{I}_{\text {Lift }}$ combinations, sampled from the selected distributions. After taking into account the normalised drag and lift impulse thresholds as defined in the Results (Figure 4), we conclude that the probability for the exceedance of the lift threshold is approximately 0.02 , the probability for the exceedance of the drag threshold is approximately 0.005 and the probability of both thresholds being exceeded simultaneously is negligible $\left(4 \times 10^{-5}\right)$. The calculation confirms the observation that the transport of the ellipsoid particle is defined by states of no-mobility ( $98 \%$ for the calculated combinations corresponds to dynamics that are below the normalised probabilistic impulse threshold for entrainment, Figure 4). $79.2 \%$ of the 1146 threshold exceedance events corresponds to lift threshold exceedances, $20.2 \%$ to drag threshold exceedances and $0.4 \%$ to exceedances of both thresholds. The calculation suggests that the majority of the mobility states of the ellipsoid will relate to the action of lift forces. The very small probability for the simultaneous exceedance of both thresholds is another possible effect of the particle's shape as spherical particles will protrude more and are more likely to be equally affected by both drag and lift components (Figure 4a). This type of calculations requires sample sizes that only advanced instrumentation, such as that presented in this work, can deliver. Similar frameworks can be used for meta analysis of existing results and to inform the design of future experiments and field.

## 8 Conclusions

- The derivation of inertial measurements from mobile sediment grains requires a physical model that links the inertial dynamics with existing force (or moments) balance equations for sediment transport (Sections 2 and 3).
- Field and laboratory measurements of inertial lift and drag impulses highlight the different entrainment behaviours of a spherical and an ellipsoidal particle. The lift inertial force is dominant during the unrestricted entrainment of the ellipsoid while there is no statistical difference between the effects of lift and drag inertial impulses on the entrainment of the sphere (Figures 3 and 4). However, the ellipsoid is clearly dominated by the drag component during transport (Erlenbach, Figure 5).
- The type of sensors currently deployed for the measurements of grain inertial dynamics (and the associated "smart pebble" assemblies) are not suitable for tracking the position of grains (3D or even 2D). However, it is possible to measure inertial forces (and impulses) if the transformations of Section 2 are applied consistently.


Figure 6. Bootstrap normalised impulse sampling (lift and drag). $\hat{I}_{D r a g}$ and $\hat{I}_{L i f t}$ are fitted with a Weibull and a log-normal distribution, respectively (Appendix D2, boxplots). The normalised drag and lift thresholds (red dashed lines), are calculated using the probabilistic drag and lift inertial impulse thresholds presented in Figure 4 which were divided by the mean inertial drag and lift impulse recorded during the laboratory experiments Discussions

- The continuous improvement of the sensor technology along with the better understanding of the physics described by inertial measurements can lead to a unified treatment of the resultant grain dynamics during bed-load transport. These are the dynamics that represent exactly the interaction of hydraulic (turbulence) and sediment forces in different regimes and can enhance the parametrisation of important hydro-morphological controls.
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## Appendix A: 3D IMU Measurements



Figure A1. Example incipient motion IMU data. Measurements from the incipient motion experiments using the spherical sensor. (a) unfiltered and uncompensated inertial acceleration measurements. The sensor is initially aligned to gravity which results in the $z$ axis of the accelerometer measuring a mean value of $9.81 \mathrm{~m} \cdot \mathrm{sec}^{-2}$. (b) angular velocity ( $\mathrm{rad} . \mathrm{sec}^{-1}$ ) measurements derived from the gyroscope. (c) linear acceleration along the three body frame axis. This is is the result of removing gravity from the inertial measurements shown in A and applying a FFT-high pass filter as described in Maniatis, 2016 (Chapter 6). (d) shows the kinetic energy calculation after integrating once the signal presented in (c) and applying the formula $K=\frac{1}{2} m\left\|v_{r}\right\|^{2}+\frac{1}{2} I_{c m}\left\|\omega_{b}\right\|^{2}$ as described in Section 3.
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## Appendix B: Hydraulic parameters

B1 Flume experiments
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Table B1. The parameters are estimated as follows (based on the spherical particle geometry): $\rho_{p} / \rho_{f}$ is the ratio of an experimental particle density to fluid density $\left(\rho_{f}=1000 \mathrm{~kg} \cdot \mathrm{~m}^{-3}\right) ; P / D$ is the particle protrusion $P$ (measured from the top of the surrounding fixed hemispheres to the top of the experimental particle). $D$ is the particle diameter; $S_{b}$ is bed slope; $d$ is the flow depth (measured from the bottom of the bed to the water surface). $U b=Q / A$ is the bulk mean velocity ( $Q$ is the flow rate and $A$ is the cross sectional area of the flow); $R_{b}=\left(U_{b} d\right) / \nu$ is the bulk Reynolds number (where $\nu$ is the fluid kinematic viscosity at $25^{\circ} \mathrm{C}$ ); $F=U_{b} /(g d)^{0.5}$ is the Froude number; $B / d$ is the aspect ratio ( $B$ is the flume width); $u_{*}$ is the shear velocity, estimated as $u_{*}=\left(\tau_{b} / \rho_{f}\right)^{0.5}=\left(g d S_{b}\right)^{0.5}$; $\tau_{b}$ is bed shear stress; and $R_{*}=\left(u_{*} d\right) / \nu$ is the friction Reynolds number. Shields number was calculated as $\tau_{*}=\left(\rho_{f} g H S\right) /\left[\left(\rho_{p}-\rho_{f}\right) g d_{p}\right]$. Finally the particle Reynolds number is estimated as $R_{p}=d_{p} u_{*} / \nu$

| Experiment | $\rho_{p} / \rho_{f}$ | $P(\mathrm{~m})$ | $D(\mathrm{~m})$ | $P / D$ | $S_{b}$ | $B(\mathrm{~m})$ | Flow increase $\left(1 / \mathrm{s}^{2}\right)$ | $Q(1 / \mathrm{s})$ | $d(\mathrm{~m})$ | $A\left(\mathrm{~m}^{2}\right)$ | $U_{b}(\mathrm{~m} / \mathrm{s})$ | $R_{b}$ | $F$ | $B / d$ | $u_{*}(\mathrm{~m} / \mathrm{s})$ | $\tau_{*}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Flume | 2.67 | 0.045 | 0.09 | 0.5 | 0.02 | 0.9 | 0.028 | 30 | 0.1 | 0.09 | 0.3 | 33300 | 0.336 | 9 | 0.140 | 0.013 |

(c) Author(s) 2020. CC BY 4.0 License.

## B2 Field Experiments

Table B2. The parameters are estimated as follows: $\rho_{p} / \rho_{f}$ is the ratio of an experimental particle density to fluid density ( $\rho_{f}=1000 \mathrm{~kg} . \mathrm{m}^{-3}$ ); $Q$ is the flow rate; $d$ is the flow depth (measured from the bottom of the bed to the water surface); $W$ is the channel width and $S_{b}$ is bed slope. 0.105 (or 0.1) is also the average bedslope of the lowermost natural reach in Erlenbach of about 30 m length upstream of the stream gauging station; $F=U_{b} /(g d)^{0.5}$ is the Froude number; $R_{b}=\left(U_{b} d\right) / \nu$ is the bulk Reynolds number (where $\nu$ is the fluid kinematic viscosity at $0^{\circ} \mathrm{C}$ )

| Experiment | $\rho_{p} / \rho_{f}$ | Particle Long axis (m) | Particle Short axis (m) | $Q(1 / \mathrm{s})$ | $d(\mathrm{~m})$ | $W(\mathrm{~m})$ | $S_{b}$ | $U_{b}(\mathrm{~m} / \mathrm{s})$ | F | $R_{b}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Erlenbach | 2.67 | 0.10 | 0.07 | 120 | 0.15 | 3.5 | 0.1 | 0.22 | 0.19 | 770000 |



Figure C1. Histogram of inertial forces across from all experiments). The inertial dynamics show that lift forces ( $F_{L}$ ) consistently fluctuate around zero while the drag forces $\left(F_{D}\right)$ follow a heavy tail distribution which is a result of the vector addition of the resultant force components calculated parallel to the flume (Sphere and Ellipsoid) and the river (Erlenbach) plane ( $x_{r}-y_{r}$ plane, Section 4). The vertical lines indicate the corresponding medians.


Figure C2. Lift vs Drag force magnitude correlation (flume experiments). Regression analysis applied on the magnitude of calculated forces (drag and lift) a moderate correlation for the spherical particle (statistically significant Pearson's $R=0.44$ ) and a weak correlation for the ellipsoid both in the laboratory and the field experiments (statistically significant Pearson's $\mathrm{R}=0.17$ for the lab measurements, Ellipsoid, and not significant Pearson's $\mathrm{R}=0.018$ for the field ones, Erlenbach). The latter supports the assumption of statistical independence between the two components for the ellipsoid, justifying the randomisation presented in Section 7 (Figure 6). The log scale was chosen to accommodate for the non-normal behaviour of the drag forces (Figure C1). Peason's R is an unbiased metric for this sample size, non-parametric Spearman's Rho gave very similar results.

## Appendix D: Impulse: Selection of representative Drag and Lift distributions

Figure D1(a) shows the Cullen and Frey diagram for the identification of candidate distributions for the normalised Drag Impulses ( $\hat{I}_{D r a g}$ ). The skewness vs kurtosis relationship (blue dots), indicates a right tail distribution as a candidate. Figure D1 (b)-(e) show the graphical comparison between three candidate distributions (Weibull, gamma, and log-normal). Weibull and gamma distributions outperform the lognormal on the tails of the histogram (Q-Q plot), The median values are also captured better from the Weibull and gamma distributions (P-P plot). Finally, the histogram and CDF diagrams confirm that the log-normal distribution is the least representative of $\hat{I}_{\text {Drag }}$.

Figure D2 (a) shows the Cullen and Frey diagram for the identification of candidate distributions for the normalised lift impulses ( $\hat{I}_{L i f t}$ ). The skewness vs kurtosis relationship (blue dots), indicates a right tail distribution as a candidate. Figure D2 (b)-(e) show the graphical comparison between three candidate distributions (Weibull, gamma, and log-normal). The lognormal distribution outperforms the other candidates at the tail (Q-Q plot) and the median regions (P-P plot). Finally, the histogram and CDF diagrams confirm that the log-normal distribution is the best representative of $\hat{I}_{\text {Lift }}$.
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Figure D1. Choice of distribution for drag impulses
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Figure D2. Choice of distribution for lift impulses

Table D1. Fitted Distribution statistics

| Drag Impulses - Statistics for fitted distributions |  |  |  |
| :--- | :--- | :--- | :--- |
| Goodness-of-fit statistics |  |  |  |
|  | Weibull | gamma | Lnorm |
| Kolmogorov-Smirnov statistic | 0.028 | 0.041 | 0.066 |
| Cramer-von Mises statistic | 0.068 | 0.196 | 0.665 |
| Anderson-Darling statistic | 0.577 | 1.244 | 4.227 |
|  |  |  |  |
| Goodness-of-fit criteria | 1139 | 1145 | 1174 |
| Akaike's Information Criterion | 1148 | 1154 | 1183 |
| Bayesian Information Criterion |  |  |  |

## Lift Impulses - Statistics for fitted distributions

Goodness-of-fit statistics

|  | Weibull | gamma | Lnorm |
| :--- | :--- | :--- | :--- |
| Kolmogorov-Smirnov statistic | 0.069 | 0.090 | 0.019 |
| Cramer-von Mises statistic | 3.571 | 6.057 | 0.093 |
| Anderson-Darling statistic | 26.4 | 34.9 | 0.9 |
| Goodness-of-fit criteria |  |  |  |
| Akaike's Information Criterion | 3968 | 4042 | 3576 |
| Bayesian Information Criterion | 3979 | 4054 | 3588 |

Table D2. Statistics for selected distributions


Lift Impulses - Statistics for selected distribution (Lognormal)
Parametric bootstrap medians and $95 \%$ percentile CI

|  | Median | $2.5 \%$ | $97.5 \%$ |
| :--- | :--- | :--- | :--- |
| meaning | -0.663 | -0.710 | -0.614 |
| sdlog | 1.132 | 1.096 | 1.165 |



## Appendix E: Quaternions and Rotations

## E1 Summary Quaternion Algebra

Quaternions can be written in the form:
$q=q_{1}+q_{2} i+q_{3} j+q_{4} k$
where $q_{1}, q_{2}, q_{3}, q_{4}$ are the components of quaternion $q$ (and $i, k, j$ unit imaginary numbers).
The quaternion conjugate is given by:
$\bar{q}=q_{1}-q_{2} i-q_{3} j-q_{4} k$

The sum of two quaternions is then:
$q+w=\left(q_{1}+w_{1}\right)+\left(q_{2}+w_{2}\right) i+\left(q_{3}+w_{3}\right) j+\left(q_{4}+w_{4}\right) k$
and quaternion multiplication is defined as:

$$
\begin{align*}
q \bigotimes w= & \left(q_{1} w_{1}-q_{2} w_{2}-q_{3} w_{3}-q_{4} w_{4}\right)+\left(q_{1} w_{2}+q_{2} w_{1}+q_{3} w_{4}-q_{4} w_{3}\right) i \\
& +\left(q_{1} w_{3}-q_{2} w_{4}+q_{3} w_{1}+q_{4} w_{2}\right) j+\left(q_{1} w_{4}+q_{2} w_{3}-q_{3} w_{2}+q_{4} w_{1}\right) k \tag{E4}
\end{align*}
$$

The quaternion norm is therefore defined by:
$n(q)=\sqrt{\bar{q} q}=\sqrt{q_{2}^{2}+q_{1}^{2}+q_{3}^{2}+q_{4}^{2}}$
(c) (i)

With little manipulation, the quaternions can be directly related to four-element vectors.
Quaternions can be interpreted as a scalar plus a vector by writing:

$$
\begin{equation*}
q=q_{1}+q_{2} i+q_{3} j+q_{4} k=(s, \hat{v}) \tag{E6}
\end{equation*}
$$

$$
\begin{align*}
q_{1} \bigotimes q_{2}= & \left(s_{1}, \hat{v}_{1}\right) \cdot\left(s_{2}, \hat{v}_{2}\right) \\
& =\left(s_{1} s_{2}-\hat{v}_{1} \cdot \hat{v}_{2}, s_{1} \hat{v}_{2}+s_{2} \hat{v}_{1}+\hat{v}_{1} \cdot \hat{v}_{2}\right) \tag{E7}
\end{align*}
$$

Finally, the rotation about the unit vector $\hat{n}$ by an angle $\theta$ can be computed using the quaternion:
$q=(s, v)=\left(\cos \left(\frac{1}{2} \theta\right), \hat{n} \sin \left(\frac{1}{2} \theta\right)\right)$
where $s=q_{1}$ and $\hat{v}=q_{2} i+q_{3} j+q_{4} k$. In this notation, quaternion multiplication has the form:

The components of this quaternion are called Euler parameters. After rotation, a point $p=(0, p)$ is then given by:
$p^{\prime}=q p q^{-1}=q p \bar{q}$
since $n(q)=1$.
A concatenation of two rotations, first $q_{1}$ and then $q_{2}$, can be computed using the identity:
$q_{2}\left(q_{1} p \overline{q_{1}}\right) \overline{q_{2}}=\left(q_{2} q_{1}\right) p\left(\overline{q_{1}} \overline{q_{2}}\right)=\left(q_{2} q_{1}\right) p \overline{q_{2} q_{1}}$

Finally, the transformation that gives the equivalent DCM for a quaternion $q=q_{1}+q_{2} i+q_{3} j+q_{4} k$, is given by:

$$
\begin{align*}
R(q)= & {\left[q_{1}^{2}+q_{2}^{2}-q_{3}^{2}-q_{4}^{2}, 2\left(q_{2} q_{3}-q_{4} q_{1}\right), 2\left(q_{2} q_{4}+q_{3} q_{1}\right)\right.} \\
& 2\left(q_{2} q_{3}+q_{4} q_{1}\right), q_{1}^{2}-q_{2}^{2}+q_{3}^{2}-q_{4}^{2}, 2\left(q_{3} q_{4}-q_{2} q_{1}\right) \\
& \left.2\left(q_{2} q_{4}-q_{3} q_{1}\right), 2\left(q_{3} q_{4}+q_{2} q_{1}\right), q_{1}^{2}-q_{2}^{2}-q_{3}^{2}+q_{4}^{2}\right] \tag{E11}
\end{align*}
$$

## E2 The Gimbal lock (adapted from Maniatis, 2016)

To demonstrate the advantage of quaternions we rotate randomly the static vector of gravity. In an orthogonal Cartesian frame where the origin of the z -axis is the centre of the Earth, gravity is measured as $\left[G_{x}, G_{y}, G_{z}\right]=[0,0,9.81] \mathrm{m} . \mathrm{sec}^{-2}$. If we assume a rigid body rotating freely and randomly in this frame we can do the rotation calculations. Avoiding further mathematisation, the series of the calculations is the following:

- Randomisation of the body frame angular velocities of the rigid body $\omega_{x}, \omega_{y}, \omega_{z}$ in a $[-2 \pi, 2 \pi]$ range. A frequency of 100 Hz is used.
- Calculation of successive quaternions using direct multiplication for random angular velocities.
- Calculate the Direction Cosine Matrix from Euler angles.
- Rotate the vector of gravity in the body frame of the rigid body using both of the Direction Cosine Matrix using common matrix vector multiplication.

The vector expressed in the body frame is shown in Figure E1. The results are different and Gimbal lock (an inconsistent axis change when the second rotation approaches $\pm \pi / 2$ ) occurs after the $450^{t h}$ iteration which corresponds to 8 sec in simulation time.


Figure E1. Random rotation of the static vector of Gravity. $\left[g_{x}, g_{y}, g_{z}\right]=[0,0,9.81] \mathrm{m} \cdot \mathrm{s}^{-2}$ in the gravity frame of reference as expressed in the body frame of randomly rotating rigid body ( $d t=0.01 \mathrm{sec}$ ). a. demonstrates the rotation calculations with the usage of Euler angles. Gimbal lock occurs after the 400 iterations. b. shows the same rotation series calculated via quaternions. No Gimbal lock occurs and the result is easy to interpret as it is based on the use of the measured body frame angular velocities.

